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Introduction 

In Parts 1, 2, and 3 of this series on vector space models for Information Retrieval (IR) we 

described several models based on local, Li,j, and global, Gi, weights. Li,j was defined in terms of  

local frequencies, fi,j, and Gi using inverse document frequencies (IDFi = log(D/di) where di is the 

number of documents that mention term i in a collection consisting of D documents. 

Unfortunately, these models are vulnerable to a large set of deceiving practices known as 

spamdexing (Garcia, 2016a; 2016b; 2016c; AIRWeb, 2007). Figure 1 depicts two of these models, 

the Binary (BNRY) and Term Count (FREQ) models. Both models have specific strengths and 

drawbacks. 

 

 

Figure 1. Binary (BNRY) and Term Count (FREQ) Models. 
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BNRY,      
           

           
  , cannot be gamed by repeating terms. However, by creating 

vocabulary-rich documents, the retrieval possibilities of said documents increase. By contrast 

FREQ,      
              

            
 , is term frequency dependent and favors longer documents as these tend 

to repeat terms. Because FREQ assumes that terms repeated x times are x times more important, 

the model can be easily gamed by simply repeating terms.  

Ideally, a model should be middle ground between BNRY and FREQ. What we mean by this 

is, not that said model should describe a curve half-way the curves shown in Figure 1, but that it  

should incorporate the strengths of the two models. Such a model should describe term weights 

that saturate after a few occurrences, being robust against term repetition. 

One can find in the information retrieval literature about a dozen of Li,j models (Chisholm & 

Kolda, 1999; Lee, Chuang, Seamons,1997). Some of these are based on one or more of the 

following transformations:  

 

 scaling 

 logs 

 powers 

 

The purpose of this tutorial is to introduce readers to these transformations. In the next section 

we discuss several weighting schemes based on some of these. 

 

Scaling-based Transformations 

The simplest of these transformations consists in rescaling the range of term frequencies present in 

a document j to the [0,1] range with the general formula 

 

      

              

                 
          

            

                 (1) 

 

where minfi,j and maxfi,j are the minimum and maximum term frequencies in document j.  
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However, (1) is not useful for weighting terms with a homogeneous presence in a document 

because for such documents fi,j = minfi,j = maxfi,j. Dropping minfi,j solves this drawback 

 

      

    

       
          

            

                   (2) 

 

where the scale of term weights is still upper bounded.  

 A commonly used transformation consists in using the average term frequency of document j 

as the scaling factor, with the new scale no longer upper bounded; i.e. 

 

      

     

       
          

            

                    (3) 

 

Another popular transformation consists in using the maximum term frequency of document j 

as the scaling factor and then applying an augmentation factor K , usually set to K = 0.5, to scaled 

frequencies, like this 

 

      
       

    

       
          

            

                (4) 

 

For K = 0.5, (4) is called the augmented term frequency model (ATF1), awarding a term for its 

presence and repetition in a document. The scale of weights for terms present in a document is 

compressed to the [0.5, 1] interval. Several weighting schemes can be derived from (4).  

For instance, for K = 0 (4) reduces to (3) while for K = 1 to BNRY so ATF1 is middle ground 

between these models.  

For K < 0.5, i.e., K = 0.2, (4) reduces to a new model called the ATF Changed-coefficient 

model (ATFC). This model awards more weight for the repetition of a term in a document and less 

for its mere presence. The reverse occurs for K > 0.5. For instance for K = 0.90 a new model, the 

augmented average term frequency model (ATFA), is obtained. 
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Log-based Transformations 

The Binary model cannot discriminate between terms that appear once in a document and those 

that appear frequently in the same document. By contrast, frequency-based models tend to give too 

much weight to index terms that appear frequently in a document. Logarithms provide a middle 

ground. 

Before proceeding any further, a word of caution is necessary. Do not assume that a “log” 

notation found in the IR literature always means decimal logs. For instance, in footnote 2 of their 

1999 report, Chisholm & Kolda clarified that they used “log” to mean log2:  “All logs are base 

two”. We adopt the same convention in this tutorial.  

Certainly the base of the logarithms does not matter and one could safely use logs at other 

bases like decimal logs, log10, or base e logs (natural logs, ln). To convert logs across bases, use 

           
          

           
. For instance, the log of 3 in base 2 is ln(3)/ln(2) = 1.5849…  1.58. 

Another observation that is worth to point out is that log transformations can produce zero and 

negative values. This can be offset in two different ways, leading to two different weighting 

schemes: by either adding 1 to the values to be transformed and then taking logs or by adding 1 

after taking logs. With this in mind, the simplest model that uses log transformations is the Log 

model (LOGA),  

 

      
                    

            
                  (5) 

 

where the log is augmented by adding 1 for the reasons explained before. In this case the scale of 

weights for terms present in a document is not upper bounded. To insure that the scale is upper 

bounded, (5) is normalized with the document average term frequency, 

 

      

           

              
          

            

                  (6) 

 

Chisholm and Kolda (1999) call (6) the Log Normalized model (LOGN). 
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When no global weights are used to rank documents, it is recommended to use normalized 

local weights.  LOGN conforms to this requirement. A combination of (4) and (5) leads to a new 

weighting scheme called the Augmented Log model (LOGG), 

 

      
                           

            
              (7) 

 

where its upper bound is usually set to K = 0.2. For K = 0, (7) reduces to LOGA and for K = 1, to  

BNRY. Another log-based weighting scheme, first proposed by Harman (1986), is 

 

      

           

            
          

            

                  (8)  

 

where lengthj is the length of document j computed as the number of unique terms. This model, 

which we might refer to as the Log Length Normalized model (LOGLN), has been used by others 

(Frakes & Baeza-Yates, 1992; Crestani, Ruthven, Sanderson, & Rijsbergen, 1995; Sanderson & 

Ruthven, 1996) as part of the TF-IDF model  

 

      
           

            
     

           

            
    

 

  
             (9) 

 

where documents are ranked by summing the wi,j weights of query terms found in the documents. 

 

Power-based Transformations 

The Square Root model (SQRT) is an example of a power transformation 

 

                  
   

                     (10) 

 

It was developed by realizing that fi,j 
½ describes a curve close to that of LOGA, a top performer. 

This model can be derived using variance-stabilizing transformations. 
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Comparative 

In Figures 2 and 3 we compare all of these models. The absolute positions of the L-f curves are not 

important; what is important is the relative increments of L for different increments in f. 

 

 

Figure 2. SQRT, LOGA, and LOGG as middle ground between FREQ and BNRY.  

 

Notice from Figure 2 that the models are middle ground between FREQ and BNRY. SQRT 

returns weights similar to those of LOGA and a curve similar to that of LOGG. Eventually these 

curves reach a plateau corresponding to the saturation of term weights.  

In Figure 3, we compared the LOGN, ATFA, ATF1, ATFC, and LOGLN models by assuming 

a hypothetical document j with n unique terms. We assumed that these were listed in increasing 

order of term frequencies, with the frequency of the last m terms incremented by 1, with no ties, 

and from f = 1 to f = m. This implies that f = 1 for the first n – m terms. Therefore, lengthj = n, 

maxfi,j = m, and         
    

      

 

 
.  

 

 

Figure 3. Comparative between the ATF1, ATFC, LOGN, ATFA, and LOGLN models. 
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Figure 3 corresponds to the case where n = 100 and m = 10, hence avefi,j = 1.45. LOGN and 

LOGLN describe curves that effectively saturate term weights, but LOGLN does it faster and after 

a few occurrences. As expected, ATF1, ATFC, and ATFA describe straight line curves. Notice that 

with ATF1 and ATFC, Li,j = 1 when fi,j = maxfi,j. By contrast with ATFA, Li,j = 1 when fi,j = avefi,j.  

With LOGLN, Li,j = 1 if and only if fij = length j – 1. This will be the case of, for instance, a 

document with 100 unique terms with one repeated 99 times. An extreme, though not impossible, 

scenario of term repetition abuses: keyword spam. 

 

Conclusion 

Frequency-based local weights are vulnerable to keyword repetition. One way to fight against this 

adversarial IR practice consists in transforming raw frequencies.  

We have briefly described several models that attempt to do that. Additional IR weighting 

schemes have been proposed (Chisholm & Kolda, 1999; Lee, Chuang, Seamons,1997), and new 

ones can certainly be proposed.  

Best matching algorithms like BM25 (Robertson, 2004; Wikipedia, 2016) have been proposed 

as alternatives to the above models (Robertson, 2004, Wikipedia, 2016). Unfortunately, BM25 

models are in practice difficult to implement efficiently, requiring of parameterized functions.  

In recent years, binned or document-centric impact models have been developed to overcome 

some of these efficiency issues (Anh & Moffat, 2004; 2005; Metzler, Strohman, & Croft, 2008). 

BM25 as these models deserve separate tutorials. 

 

Exercises 

1. Local weight models are functions of the form Li,j(fi,j). For each of the weighting functions 

discussed in this tutorial, compute the dLi,j/d fi,j derivative. 

2. In the previous exercise, what you might conclude by comparing dLi,j/d fi,j derivatives for 

the models discussed in this tutorial? 

3. Rework the exercise given in Part 3 of this series, this time using expression (8).  
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